Big Data, Big Problems: How Should Singapore Approach the Privacy Challenge of Big Data Research?

Introduction

Miss Tham is a single 47-year old woman who earns close to the median national salary. She is already feeling that her age is catching up to her. Miss Tham falls ill more often and she observes that friends her age are prone to chronic illnesses such as diabetes and cancer. As she gets closer to the retirement age, she worries that she will not have enough savings to tide her through the last phase of her life. She wonders if she will have to work longer and retire later. A more worrying scenario that often comes to her mind is whether she will even be able to work much longer, and what if she is hit with a chronic illness?¹

A group of researchers claimed that they could offer solutions to Singapore’s healthcare expenditure problem by using big data in health and biomedical research and is lobbying the Singapore government to grant them access to all Electronic Health Records (EHR) and all digital data. Singapore was already sitting on an insurmountable amount of data, thus making access to it was not a technical issue. However, a privacy campaign group, Big Brother Watch, opposes this proposal due to privacy and security concerns. The recent scandal surrounding big data in the U.K. solidified their scepticisms – Google was given questionable access to healthcare data of up to 1.6 million patients, including sensitive data about HIV-positive status, details on drug overdoses and abortions.²

Further, nearly one million patients had their confidential medical data shared with third parties despite opting out of the care.data database³ due to slow processing by the Health and Social Care Information Centre.⁴

You are tasked to head a special task force to look into this issue and prepare a policy recommendation to the Prime Minister’s Office. Taking into consideration Singapore’s current situation and the data controversy in the U.K., how should Singapore proceed in its agenda to adopt big data in its health and biomedical research?

¹ Characters are purely fictitious to describe the lives of Singaporeans.
³ An National Health Service (NHS) England initiative to upload patients’ medical records to the national Health and Social Care Information databases with the objective to centralise all existing health records to provide a more holistic picture of the healthcare given to patients. Care.data would be used to find more effective ways of managing illnesses, monitor the risk of disease spread and streamline inefficiencies. Every patient was automatically included in the system unless they explicitly opted out.
**Singapore’s Demographic “Time-Bomb”**

In 2018, the percentage of senior citizens (i.e. above 65 years old) was equal to that of juniors (i.e. below 15 years old) and further projections showed that the percentage of seniors would overtake the juniors by 16.2% by 2030\(^5\) (Exhibit 1). In comparison with other countries, Singapore’s 2030 situation would be worse than Japan’s current conditions\(^6\) (Exhibit 2), and its dependency ratio would fall from 1: 5.7 to 1:2.6 by 2030.\(^7\) Inevitably, the growing ageing population would strain Singapore’s healthcare system.\(^8\) In 2015, Singapore’s Current Health Expenditure (CHE) per capita was the highest among ASEAN countries (i.e. US$2,280) and was also comparable with other Asia-Pacific developed countries such as Republic of Korea (US$2,013), New Zealand (US$3,554) and Japan (US$3,733)\(^9\). Nonetheless, what was interesting is that although the reported figures of the developed countries were high, Australia, Japan and New Zealand had exhibited a decreasing trend in their CHE per capita (Exhibit 3).

With Singaporeans living longer and having fewer children, its population was rapidly ageing and shrinking. This created a daunting challenge for Singapore’s healthcare sector as well as management of its national resources, with its repercussions increasingly felt today. With an ageing population, demand for healthcare and related healthcare services would increase – healthcare expenditure for the ageing population was expected to hit $44 billion (2013: $17 billion) and hospital admissions to hit 791,000 (2013: 15,000) annually by 2030.\(^10\) Thus, efforts to help reduce costs in healthcare services and research were underway.

**Singapore’s Pro-Biomedical Research Approach**

Singapore has been supportive with regard to biomedical research. In the early 2000s, Singapore started its push towards becoming a biomedical hub. The move was part of a larger effort to transform Singapore into a knowledge-based economy.\(^11\) A biomedical hub was seen as having the potential not only to create jobs, but jobs that require high levels of technical skill and salaries commensurate to that skill. Demand for high-skilled jobs also fitted well into Singapore’s population demographics. Singapore’s population was highly educated. It was also home to two research-intensive universities that were ranked in the top 20 globally and were the best two universities in Asia by some measures; no small feat for a country this size.\(^12\) However, a population that was highly-educated would also demand a different type of work in order to be fulfilled. Thus, for both economic and social reasons, biomedical research was strongly supported in Singapore.

The increasing gross expenditure on research and development (R&D) was a promising sign of the biomedical research’s contribution to Singapore’s gross domestic product (GDP). In 2015, R&D
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8 Private and public healthcare costs have risen at a rate of 18% and 12% yearly respectively (http://www.straitstimes.com/singapore/health/prevention-is-better-than-cure-as-costs-keep-rising)

9 World Health Organisation, Global Health Expenditure Database.


expenditure in biomedical and related sciences was recorded at $1.9 billion, an 18.8% increase compared to the previous year (2014: $1.6 billion)\textsuperscript{13} and, as at end-2016, the biomedical sector had produced products worth more than $16 billion for global markets.\textsuperscript{14} The increasing R&D expenditure, coupled with the government’s commitment to further increase investments to $19 billion for the next five years in research,\textsuperscript{15} was a huge testament of the unlocked benefits of the sector. Consequently, with increased investment, came increased number of high-skilled jobs created. Overall, in 2015, the number of R&D jobs in Singapore had reached 44,669, signifying a 6.1% increases compared to 2014.\textsuperscript{16} Of these employees, 10,300 and 8,321 were PhD and Masters holders respectively, of which both recorded more than 6% growth from the previous year,\textsuperscript{17} moving in tandem with Singapore’s transformation into a knowledge-based economy.

Moreover, Singapore expected biomedical research to make a big impact on its economy. The Ministry of Health was building up the biomedical research sector as the ‘fourth pillar’ of the economy.\textsuperscript{18} In other words, it was not only that Singapore provided the right environment for big data research through its investments in R&D, it was also expected that biomedical research would make up a big part of its GDP output. The use of big data might drive the biomedical research economy to this goal. The increase in GDP could then be used to shoulder the additional healthcare expenditure that it would need in the near future.

**Big Data in Health and Biomedical Research in Singapore**

Big data was not a new term but was popularised in recent years with the help of advancements in technology and analytics. Data was not just limited to official records but also included other digital data sources such as online web searches, posts and images. Given the increasing availability and vast potential of real-time digital data, the 21st century was dubbed the ‘golden information age’ – a potential that was so huge and unmissable that the world was, arguably, standing on the brink of a fourth industrial revolution.

The health and biomedical research industries were no exception as beneficiaries to this explosion of data. In fact, the healthcare industry had been a large biomedical data generator. Since 2011, Singapore had undertaken efforts to bring together all patients’ records such as medication and laboratory reports from different healthcare providers by establishing the National Electronic Health Record (NEHR) system.\textsuperscript{19} Advocating “One Patient, One Health Record”, the NEHR was progressively introduced to public and private healthcare institutions across Singapore and was suggested to be

\textsuperscript{13} SingStat, Taken from Agency for Science, Technology and Research, “Research and Development Expenditure by Area of Research, Annual”, last updated January 2, 2018


\textsuperscript{17} A-STAR, “National Survey”.

\textsuperscript{18} Ministry of Health, “Achievements of the Biomedical Sciences Initiative, Annex D

\textsuperscript{19} The NEHR is owned by the Ministry of Health and managed by the Integrated Health Information Systems.
mandatory for all healthcare institutions once the new Healthcare Services Bill was introduced.\textsuperscript{20} With the implementation of the NEHR system, not only were authorized healthcare professionals able to access patients’ digitised records to assist them in forming a more holistic and longitudinal view of the patients’ healthcare history, the system also provided an opportunity to build further analytics capabilities for bio-surveillance, population health management or cutting readmission.\textsuperscript{21}

As a society that was technologically advanced, wired and had a high mobile penetration rate, much of an individual’s personal information was stored in large databases. This would be further expanded with the introduction of the NEHR system that aimed to collect and retain health information of patients nationwide. Information would already be stored and researchers would not need to perform the extra costly step of collecting them from each individual.

**Types of Data Available in the Healthcare Sector**

In simple terms, within the healthcare industry, there were generally three groups of data (Table 1). The first could be categorised as “administrative” data. This included health records such as drug prescriptions, doctor’s diagnosis and number of clinical visits. Other derivative information such as clinical bills and insurance data were also captured. The second was biomedical data such as genomic data and data from clinical trials. Genomic studies were part of “big data” due to the sheer size of the information stored in our genes and due to the large sample sizes required to make sound conclusions. Individual genes were “big” in the sense that they contained a large volume of information. Genetic studies were also “big” because they required a large sample size. Lastly, one other point of concern was patient-generated, non-health data such as tweets, Facebook and even fitness trackers.

**Table 1: Examples of the types of data used in biomedical and health research.**

<table>
<thead>
<tr>
<th>Administrative Data</th>
<th>Biomedical Data</th>
<th>Non-health data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic Health Records</td>
<td>Genomic Data</td>
<td>Credit Card data</td>
</tr>
<tr>
<td>Clinical and administrative information</td>
<td>Clinical Trials</td>
<td>Facebook data</td>
</tr>
<tr>
<td>Public and Private insurance data</td>
<td>Patient-generated data with health-tracking devices</td>
<td>Twitter feeds</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Geospatial data</td>
</tr>
</tbody>
</table>

The first instance of using “non-health” data for the purpose of healthcare could be traced back to 1854 in the infamous Broad Street cholera outbreak. In combining geospatial information about infected patients, John Snow was able to conclude that the spread of cholera was not due to “bad air” or “miasma” as prevailing doctors thought. Instead, he figured out by mapping the clusters of
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cholera outbreaks that it was due to a contaminated water pump.\(^{22}\) This was one early example of how non-health data such as geolocation information could produce findings in healthcare when combined with other information. This made the division between “health” and “non-health” data contentious. In more recent cases, mobile phone data had also been used to predict depression rates.\(^{23}\) One thing that seemed clear was that with the right amount of analysis, traditional non-health data could become relevant and important to health research.

Big Data Applications

Bioinformatics applications, where biological data was analysed at a molecular level to enable more personalised medicine and healthcare services. The advent of big data techniques had allowed for larger data repositories, more sophisticated computing infrastructure and more efficient data manipulation tools to store and analyse biological information.\(^ {24}\) As genomic and biomedical data accumulated, bioinformatics applications were helping health providers and researchers manage and analyse data. This presented an opportunity for better identification of disease susceptibility genes, development of new drug treatments, more accurate predictions of adverse reaction risks and possible reclassification of diseases based on genetic characteristics.\(^ {25}\)

Clinical informatics applications, which utilised clinical information and information technology for the delivery of healthcare services.\(^ {26}\) Unlike bioinformatics, data analysis using clinical informatics used both structured and unstructured data to develop specific ontologies.\(^ {27}\)

Imaging informatics applications, which utilised medical images, alongside EHR, to optimize clinical diagnosis and treatment.\(^ {28}\) For example, using artificial intelligence and big data to supplement the analysis of cardiac imaging and medical data, it was found that cases of inappropriate use of diagnostic imaging were reduced from 10% to 5%.\(^ {29}\)

Public health information, whereby data was used for three core functions: (1) assessment which involved collecting and analysing data to track and monitor health status, thereby leading to, (2) decision making and policy development, and (3) assurance that was used by relevant authorities to validate their targeted goals.\(^ {30}\) An example was infectious disease surveillance. Using big data for
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\(^{24}\) Jake Luo, Min Wu, Deepika Gopukumar and Yiqing Zhao. “Big Data Application in Biomedical Research and Health Care: A Literature Review”, Biomedical Informatics Insights, no.8 (2016): 2, doi: 10.4137/Bii.s31559


\(^{26}\) Jake, Min, Deepika and Yiqing, “Big Data Application”, 4.

\(^{27}\) Jake, Min, Deepika and Yiqing, “Big Data Application”, 4.

\(^{28}\) Jake, Min, Deepika and Yiqing, “Big Data Application”, 6.


\(^{30}\) Shortliffe EH and Cimino JJ. Biomedical Informatics. Berlin: Springer; 2014.
global infectious disease surveillance, Hay et al.\textsuperscript{31} developed a system, using online social media and epidemiological information, to provide real-time risk monitoring, of which real life application was demonstrated by Young et al.\textsuperscript{32} for HIV cases. Using social media, 553,186,016 tweets were collected and more than 9,800 HIV risk-related keywords were extracted\textsuperscript{33}. Their results demonstrated the potential impact of social media in helping to monitor global disease occurrences.\textsuperscript{34}

**Arguments for the Usage of Big Data for Health and Biomedical Research**

**The Clinical Trend Argument**

Evidence-based medicine was not without its criticism. However, one could not deny its epistemological strength. As in any other scientific field, it would be difficult for a clinician to justify his findings and medical decisions based on contentious means such as intuition. An evidence-based approach would stand more strongly against critics as the data in which decisions rely on would have to be refuted. As the healthcare sector moved towards more evidence-based medicine, whereby treatment for individual patients were specifically curated based on available evidence, big data stood to play a more prominent role. Health practitioners were moving away from traditional self-judgement and increasingly relying on evidence in making treatment decisions.\textsuperscript{35} The nuances in subpopulations, which were previously not readily apparent in small data sample sizes, could now be more visible through aggregating individual data sets into big data algorithms, thus providing more robust evidence to health practitioners.\textsuperscript{36}

**The Time-Sensitivity Argument**

Time is of essence when conducting health and biomedical researches. With big data, researchers had access to huge volume of medical records, images and test results to assist them in making better-informed decisions faster. Biomedical studies were “big” in nature – the more data points we had, the more accurate our decisions became. Using large datasets, researchers at London’s Institute of Cancer Research identified genes that correlate with cell shape features in breast cancer cells, which subsequently assisted physicians to administer treatment accordingly.\textsuperscript{37} Such complex analysis would typically take decades but with the help of big data, the time period could be reduced to mere months.

**The Altruism Argument**

Another argument for the use of big data, including sharing of data sets, in health and biomedical research was that individuals wanted to see progress in science. Typically, individuals with conditions with no available cure would benefit greatly from such progress. The integration of large clinical and


\textsuperscript{33} Young, Rivers and Lewis, “Methods”, 113.

\textsuperscript{34} Young, Rivers and Lewis, “Methods”, 113.

\textsuperscript{35} Basel, David and Steven, “The big-data revolution”.


biomedical data sets was an incredibly powerful resource to expedite medical discovery. Take the fight on Alzheimer as an example. Though total eradication of Alzheimer might be a long way to go, substantially reducing its impact was within reach. Having access to enormous data sets, researchers could now better understand how Alzheimer deviates from normal ageing, how the brain changed and how these changes differed based on gender, lifestyle, ethnicity or genetics. Early identification of risk had become more probable and with comprehensive brain scans, genetics, medical records and memory testing results, health practitioners would be able to calculate the “risk score” and identify new targets for treatment. There was potential for these successful results to be replicated for other diseases that currently did not have any available cure.

*The Collective Duty Argument*

The data that was generated by the NEHR system benefited the citizens that it served. By having such a system, citizens would have a better healthcare delivery system. Doctors could access the database, see a patient’s medical history in full detail and prescribe the relevant therapies that are appropriate. It also saved cost for citizens. If someone had taken a medical test in one hospital but decided to change hospitals after a few visits, his new doctor could easily access the test results and the patient need not repeat the test at the new facility. All these benefits were only possible because the government had invested into data collection and storage systems as well as training public health workers. It was argued that because these investments were made by the government, citizens had an obligation to share their health data. Citizens received a wide-range of benefits from the NEHR and other data services that the government provided, thus, they seemed to have an obligation to return in-kind at least by allowing their health data to be used for research for the further benefit of the community.

*Arguments Against the Usage of Big Data for Health and Biomedical Research*

*Biomedical Research Ethics*

Traditionally, biomedical research had been guided by the ethical theory of principlism. This theory demanded that researchers balanced four basic ethical principles: (1) Respect for Persons – treating agents as autonomous agents (2) Beneficence – research should maximise potential benefits (3) Nonmalificience – human subjects should not be harmed (4) Justice – the benefits and risks of research should be fairly distributed. These principles were first formalised in the Belmont Report in 1978 by the United States National Commission for the Protection of Human Subjects of Biomedical and Behavioral Research.

The era of big data technologies presented a threat to current practices in the research community. Firstly, the principle of beneficence and our need to respect the autonomy of individuals were in tension with one another. From the principle of beneficence, big data research should be promoted due to its potential to benefit everyone. However, as we will show below, issues of privacy have

38 Bill Gates, “Bill Gates: We must share data to fight Alzheimer’s”, *Financial Times*, December 14, 2017, [https://www.ft.com/content/dc27da0a-e020-11e7-a0d4-0944c5f49e46](https://www.ft.com/content/dc27da0a-e020-11e7-a0d4-0944c5f49e46)

39 Bill Gates, “Bill Gates”.


cropped up with the use of big data. The issue of privacy, consent and autonomy did not come apart so easily. In order to respect a person’s autonomy, researchers must gain informed consent from participants. Ensuring the privacy of data subjects has been part-and-parcel of consent agreements in research. As much as possible, we would want research participants to be autonomous in their decision to be part of any research project. Respecting the autonomy of research participants has been a crucial core value that has driven much of today’s best practices in research. In turn, this has brought benefits to the research community as well. Citizens with a high level of trust in researchers might be more willing to participate in research programs.

The Impossibility of Privacy
The type of data used in big data research sometimes makes privacy impossible on several accounts. Firstly, the richness of data is sometimes necessary for research purposes. Unlike traditional research that begins with a hypothesis followed by the collection of data, big data research sometimes began with the analysis or collection of data in order to look for possible trends and relationships. This made anonymization and de-identification problematic. By removing parts of data that were traceable to the data subject, we also risked removing data that might have valuable research potential. Some types of data used in biomedical research were almost impossible to anonymise. One clear example was genomic data. Genetics were inherently identifiable due to its uniqueness and it was almost impossible to remove identifiable parts of your genes without losing some important information. Some claims of anonymization had been debunked in some instances, which questioned the very possibility of privacy and de-identification in big data research. Secondly, data linkages could sometimes reveal the identity of data subjects. One study showed that by using various publicly available data sources, researchers could narrow down the identity of data subjects from a Facebook study that were supposed to be anonymised.

Keeping data under strict lock and key was not the ideal solution to the lack of privacy. It would also be counter-intuitive to the very goal of big data research. Big data research required the use of many different sources of data and keeping research data immensely private erected a barrier towards data sharing. Data sharing itself provided immense benefits and the way forward was to guide data sharing in an ethical manner, rather than to stop it altogether. Several medical research projects that centred on data sharing were already ongoing and were likely to grow. Furthermore, as highlighted by the principle of beneficence, we ought to maximise the potential benefits of the contributions of research subjects. However, it was reasonable to expect that there were fears that the research participants took on a disproportionate amount of risk and would be harmed when their data was made too widely available.
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43 Ohm (2010), Narayanan & Felten (2014) argue extensively that de-identification is ineffective. Gymrek et al. (2013) also showed that it was possible to trace participants in a supposedly “de-identified” open genome database.


45 Poldrack & Gorgolewski (2014) discusses the progress of data sharing of neuroimaging data to maximise the contribution of human subjects.

**Group-Level Harms**
Moreover, anonymization of individual datasets was not the silver bullet to solve these issues. Even if anonymization and de-identification could work, there was still a possibility of group-level harms affecting certain social groups. Findings from big data research in health could show that a certain race, socio-economic background or even geographical living space correlated with a certain health outcome. What this means is that big data research would predict outcomes for groups instead of individuals in the case of anonymised data. The revelation of relationships between such groups and their health could result in unwanted discrimination against people who belong to these groups. Therefore, groups still faced potential harms even if their data could not be traced back to them individually.\(^\text{47}\) Thus, regardless of whether data could be anonymised, such instances of group-level harms posed a certain risk on data subjects. In a multiracial society like Singapore, such discrimination could be extremely harmful to the social fabric. Singapore had no anti-discrimination laws concerning issues such as employment and insurance.\(^\text{48}\) This problem was exacerbated by the fact that the Singapore government regularly issued public data that was broken up by race. For instance, as seen in Exhibit 4, the proportion of Singaporeans with diabetes was revealed in 2017 and broken down based on race. This way of revealing statistics could be potentially harmful to certain racial groups as they might end up being discriminated against with higher insurance premiums based on their race alone.

**The Difficulties of Informed Consent**
In traditional research programmes, participants were informed about a specific research program and gave their informed consent for a specific purpose. Some researchers had noted that this method of gaining consent was impractical for big data research. Take the example of using centralised electronic health records. Singapore’s upcoming health database would be extremely valuable for research. If we were to follow the traditional rules of informed consent, researchers would have to approach each and every single person in this database, inform them of the research program and ask for their consent. Such a task would be extremely costly or even impossible if researchers want to make full use of the database. However, the data was already available and there might be several benefits if research was done.

Datasets could also be re-used for many other purposes down the line and it was impossible to tell what it can potentially be used for in the future as there is an “impossibility of certainty concerning future uses of data”.\(^\text{49}\) It seemed that it would also be a great waste to collect data for just one research project and never use it again. For instance, the sequencing of a person’s genome might come at a great cost and would be a great benefit to science and medicine if the data were used more than just once. Thus, there were significant limits in our ability to fully inform data subjects about what their data would ultimately be used for in the future.

**The Use of Non-traditional Data in Big Data Health Research**
Big Data also made use of datasets that might not come with a participant’s explicit consent to involve themselves in a specific research program. For example, researchers might use consumer purchasing trends and social media habits of persons without their explicit consent for the specific use of medical


research. Social media companies like Facebook and Twitter usually demanded that individuals agree to end-user license agreements (EULA) where they forfeited their right to their data before they could access the company’s’ services. However, such broad agreements did not amount to the level of informed consent that we would want to achieve in the medical research community. Although EULAs satisfied legal requirements, for health and biomedical research purposes, they did not meet a stronger ethical requirement. Within the field of research, these agreements did not amount to informed consent because they failed to provide adequate information to the data subjects on what would be done with their data. There were key difficulties that were inherent in big data research that was not prevalent in traditional research methods.

Ignoring these issues could lead to severe public backlash. One example of how privacy and consent issues led to a severe backlash is the care.data initiative in the U.K. The care.data programme aimed to centralise data from general practice surgeries and hospitals across the country to create a database of patient records for the use of healthcare delivery and research. However, it faced problems and backlash from various stakeholders over the issue of privacy that led to its early demise. In one study, researchers listed several major concerns that were raised by citizens about the care.data programme. Three of these were related to privacy and trust: lack of transparency; lack of respect for confidentiality and privacy; erosion of trust in GPs and the healthcare system. These factors eventually led to a pushback against the care.data programme and the open nature of the policy was eventually reversed. In order to avoid the problems that care.data faced, any national data policy that emphasised an open data approach had to take privacy, confidentiality and citizen trust seriously.

**Data Privacy, Trust and Accountability in Singapore’s Context**

In Singapore, data privacy laws only recently took effect with the legislation of Protection of Personal Data Act (PDPA) in 2012. Amongst other things, the PDPA legislated that organisations had to ask for consent before collecting data and were responsible in making “reasonable security arrangements to protect personal data they possess(ed) or control(led)”. However, these new regulations did not extend to ministries and government agencies. There are a few reasons why this was so.

Firstly, as part of the PDPA, persons could retrieve any information that any organisation had about them and could demand to change that information in any way they saw fit. This would not be ideal for government agencies to have. Due to security issues, governments regularly kept information on people that needed to be kept confidential. However, this did not change the fact that public agencies need to be held responsible in safeguarding information that was kept. There were already cases of security lapses involving public agencies and services in Singapore. For instance, in 2014, 1,500 SingPass accounts were breached. SingPass allowed Singapore residents to perform various transactions with public agencies such as filing income taxes and accessing medical records. Following
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51 Sterckx et al. “You hoped we would sleep walk into accepting the collection of our data: controversies surrounding the UK care.data scheme and their wider relevance for biomedical research” *Medicine, Health Care and Philosophy* 19, (2016):177–190.


this breach, SingPass moved to a 2-factor authentication system to improve security. However, the
damage had already been done.

Within Singapore’s public health system, there had already been cases of unauthorized access of
patient data by healthcare providers.\(^5^4\) In one case, a plastic surgeon had abused the information
system of a public hospital, Singapore General Hospital, to access information of a person without
authorisation to do so. A complaint was lodged with the Singapore Medical Council (SMC), however,
no formal inquiry was made and a mere “letter of advice” was issued to the perpetrator.\(^5^5\) Already,
privacy breaches garnered a call for stronger punishments and enforcement from the state, especially
in the case of one car-sharing company which had its consumer data stolen.\(^5^6\)

Trust and accountability were intrinsically related. To retain the trust of people, agencies that shared,
stored and collected data had to be held responsible for their safekeeping. This was of serious
concern as we entered what some might call the 4th Industrial Revolution. A lack of trust between
the public and the state would hinder national policies that aimed to expand data collection and data
sharing. Without trust, data sharing initiatives might fail as they would face the same backlash as
care.data in the UK. A policy that leaned too heavily towards privacy protection might restrict the
possibility of accessibility and dissemination of data and information. Privacy and trust had to go hand
in hand. Simply having privacy safeguards would still be insufficient if citizens did not trust the
organisation that handled their information. Lack of trust toward data guardians would still lead to a
backlash, regardless of whether adequate privacy safeguards were in place. Thus, building trust
between citizens and institutions that held sensitive information would be necessary.

In response to the privacy breaches that the country had faced and the possibility that medical data
could now be opened to the public, an NGO called Big Brother Watch was formed by concerned
citizens. The members of this group were largely against what they saw as further breaches of their
privacy. Below is a transcript of a meeting a colleague had with them to hear their concerns.

### Snippets of Transcript of Meeting with Big Brother Watch\(^5^7\)

<table>
<thead>
<tr>
<th>S/N</th>
<th>Description</th>
</tr>
</thead>
</table>
| 1   | Sabrina, 55, is a transgender Singaporean. She has been going to a private doctor regularly
for any medical check-ups. Although her doctor has known about her sex change for a long
time, he has kept it strictly confidential. Jenny fears that this might change as the Ministry of
Health looks to set-up the centralised Electronic Health Records (EHR) database. She fears
that her privacy will be breached, either maliciously or accidentally, and the fact that she is |

---

\(^5^4\) Elena Chong, “Plastic surgeon fined $13,000 for computer misuse”, *The Straits Times*, February 15, 2017,

\(^5^5\) Wong Tien Hua, “SMA’s Letter to MOH on patient privacy and confidentiality under NEHR”, Singapore Medical


\(^5^7\) Fictional conversation.
transgender will be found out by her friends, colleagues or future potential employers since it is still not widely socially acceptable.

2 Regina, 24, was one of the few people whose Singpass account was breached in 2014. Ever since, she has been living with a deep paranoia as she fears that the people who stole her data might be targeting her since they know all about her from where she lives to where she works. Although security has been tightened with Singpass, the damage to her privacy had already been done. She wants to prevent further centralisation of personal data in large repositories as it creates very lucrative targets for malicious hackers.

3 Alex, 32, is a doctor at a local private hospital. He regularly sees patients who turn to the private hospitals specifically because they want their medical conditions to be kept strictly confidential. Recently, due to the announcement that private doctors may have to submit medical records to the central database, his patients have expressed worries that their information will no longer be kept private. As a doctor, the well-being of his patients is his utmost priority and feels duty-bound to keep them out of such stressing predicaments. Thus, he is advocating for medical records to be kept out of centralised databases and out of researcher’s hands.

4 Clara, 28, is an activist against racial discrimination in Singapore. She is concerned with what she sees as the potential use of Big Data to enact group-level harms on minority groups in Singapore. She fears that big data research might be used to justify discrimination against minorities, especially in the case of employment and insurance.

Policy Options

The policy options regarding the use of big data in biomedical research are tricky and ranges from the extremely cautious to the unbridled use and access of personal information. It could be recommended that all personal data should remain uncollected or kept strictly under lock and key with strong punishments levied on those who contravene such rules. However, such a move would prevent Singapore’s economy and healthcare sector from benefitting from big data. On the other hand, being too liberal with the use and sharing of individual data can lead to public backlash. Given the potential of big data to boost the biomedical research economy and the sensitivities surrounding privacy, what should your recommendations to the Prime Minister’s Office be?
Annex

Exhibit 1 Percentage of Singapore’s Resident Population


Exhibit 2 Percentage of Population above 65 years old and below 15 years old Across Selected Countries

Exhibit 3 Current Health Expenditure (CHE) per Capita Across Selected Countries


Exhibit 4 Diabetes in Singapore
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